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Education
09/2017-08/2020 The University of Chicago Chicago, IL

Ph.D. in Computer Science; Area: AI safety
Thesis: Practical Backdoor Attacks and Defenses in Deep Learning Systems
Advisor: Prof. Ben Y. Zhao and Prof. Heather Zheng

09/2015-06/2017 University of California, Santa Barbara Santa Barbara, CA
Ph.D. in Computer Science (transferred to UChicago)

09/2011-05/2015 University of Minnesota – Twin Cities Minneapolis, MN
B.S. in Computer Science, Mathematics, Statistics (triple major)
Area: Spatio-temporal data mining; Advisor: Prof. Vipin Kumar

Work

09/2020-present ByteDance Research San Jose, CA
Research Scientist
– Research in trustworthy large language models (LLMs), i.e. LLM safety, privacy,

general alignment (e.g. unlearning, red teaming, watermark, hallucination, etc.)
– Research in trustworthy AI, e.g. AI fairness, AI explainability, AI privacy
– Implement responsible AI principles in Tiktok production systems

06/2018-09/2018 Google Sunnyvale, CA
Internship in Security & Privacy (Safe Browsing) team
– Trained machine learning models to detect mobile malware on a global scale
– Improved model interpretability for malware manual analysts
– Diagnosed feature engineering and improved model training pipeline

06/2017-09/2017 Google Mountain View, CA
Internship in Google Shopping team
– Trained deep learning models to recognize and localize commodities in images
– Improved model performance with online hard example mining
– Implemented a prototype of deep learning based image retrieval system

06/2013-05/2014 IBM Princeton, NJ
Software Engineering Intern
– Worked on IBM InfoSphere Optim Test Data Management
– Prototyped a machine learning system to predict customer behaviors
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Academic Service
Conference Reviewer ICML’20, CVPR’21, CSCW’21, ICML’22, NeurIPS’22, AISTATS’22,

AAAI’22, ICML’23, UAI’23, KDD’23, NeurIPS’23, ICLR’24, ICML’24
Journal Reviewer Transactions on Pattern Analysis and Machine Intelligence, Transactions on

Dependable and Secure Computing, Neural Computing and Applications,
Special Issue On Pre-Trained Large Language Models - IEEE Transactions
on Big Data, Data-centric Machine Learning Research

Program Committee IJCAI’23, FAccT’23, DMLR’23, SoLaR’23, TheWebConf Industry Track’24

Award
2020 Siebel Scholarship
2018 UU Fellowship, University of Chicago
2011-2015 Deans list, University of Minnesota
2011-2015 Maroon Global Excellence Scholarship, University of Minnesota
2014 Undergraduate Research Opportunity Program Grant, University of Minnesota
2014 NSF Student Travel Grant

Teaching
Spring 2016 CS 16 Problem Solving with Computers I, University of California, Santa Barbara
Winter 2016 CS 16 Problem Solving with Computers I, University of California, Santa Barbara
Fall 2015 CS 8 Introduction to Computer Science, University of California, Santa Barbara
Spring 2015 Csci 2033 Elementary Computational Linear Algebra, University of Minnesota
Spring 2013 Math 5651 Basic Theory of Probability and Statistics, University of Minnesota

Media Coverage
12/16/2017 Artificial intelligence is killing the uncanny valley and our grasp on reality. Wired.
10/16/2017 Could AI be the future of fake news and product reviews? Scientific American.
09/05/2017 Many people can’t tell the difference between Yelp reviews written by an AI and a

human. Can you? Forbes.
09/01/2017 AI writes Yelp reviews that pass for the real thing. Engadget.
08/31/2017 AI trained on Yelp data writes fake restaurant reviews “indistinguishable” from real

deal. The Verge.
08/31/2017 Robots learned how to write fake Yelp reviews like a human. New York Post.
08/30/2017 AI writes believable fake Yelp reviews. Nvidia Developer.
08/30/2017 Restaurant reviews could be generated by AI without you noticing.Fortune.
08/29/2017 Researchers taught AI to write totally believable fake reviews, and the implications are

terrifying. Business Insider.
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